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Abstract. We obtain characterizations of the pairs of positive measures µ
and ν for which the discrete non-linear Wolff-type potential associated to µ

sends Lp(dν) into Lq(dµ).

1. Introduction

The object of this paper is the study of Lp − Lq imbeddings of discrete Wolff’s
potentials assocciated to nonnegative Borel measures.

We recall that Wolff’s potentials were introduced originally in [HW] in relation
to the spectral synthesis problem for Sobolev spaces.

If µ is a nonnegative Borel measure on Rn, 1 < s < +∞ and α > 0, the Wolff
potential associated to µ is defined by

Wα, s(µ)(x) =
∫ +∞

0

(
µ(B(x, t))
tn−α

)s
dt

t
, x ∈ Rn.

Let Iα(x, y) = 1
|x−y|n−α be the Riesz kernel in Rn, 0 < α < n. If µ is a nonnegative

Borel measure on Rn, let

Iα(µ)(x) =
∫
Rn

dµ(y)
|x− y|n−α

, x ∈ Rn.

The nonlinear potential associated to µ is defined by

Vα, p(µ)(x) = Iα((Iα(µ))p
′−1dx)(x),

and the energy of a positive Borel measure µ in Rn by

Eα, p(µ) = ||Iα(µ)||p
′

Lp′ (dx)
=
∫
Rn

Vα, pµ(x)dµ(x),

where
1
p

+
1
p′

= 1 and the last equality is an immediate consequence of Fubini’s the-

orem. Since there exists a constant C > 0 such that for any x ∈ Rn,Wαp, 1
p−1

(µ)(x) ≤
CVα, p(µ)(x), we have that

∫
RnWαp, 1

p−1
(µ)(x)dµ(x) ≤ CEα, p(µ). The converse is

the fundamental Wolff’s inequality (see [HW]), which gives that there exists a
constant C > 0 such that

Eα, p(µ) ≤ C
∫
Rn

Wαp, 1
p−1

(µ)(x)dµ(x).
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Wolff’s potentials have applications to many areas of analysis. In the last years,
there have been sustantial advances in the solvability of quasilinear and Hessian
equations of Lane-Emden type which heavily relies on systematic use of Wolff’s
potentials, dyadic models and nonlinear trace inequalities (see [PhV], [KM], [L]
and references therein). If Ω is a bounded domain in Rn, n ≥ 2, and ω is a
nonnegative Borel locally finite measure on Ω, it is studied in [PhV] the existence
problem for the quasilinear equation

−divA(x,∇u) = uq + ω, u ≥ 0 in Ω, u = 0 on ∂Ω,

where p > 1, q > p−1 and A(x, ζ)·ζ ≥ α|ζ|p, |A(x, ζ)| ≤ β|ζ|p−1, for some α, β > 0.
This equation includes the model problem

−∆pu = uq + ω, u ≥ 0 in Ω, u = 0 on ∂Ω,

where ∆pu = div(|∇u|p−2∇u) is the p-Laplacian.
In [PhV] it has been obtained a criteria for solvability of quasilinear and Hessian

equations on the entire space Rn, which in particular states:

Theorem 1.1 (Theorem 2.3 [PhV]). Let ω be a nonnegative Borel locally finite
measure on Rn, 1 < p < n and q > p − 1. Then there exists a nonnegative
A-superharmonic solution u ∈ Lqloc(Rn) to the equation

(1.1) −divA(x,∇u) = uq + εω, in Rn, inf
x∈Rn

u(x) = 0,

for some ε > 0 if and only if there is a constant C > 0 such that

Wp, 1
p−1

(Wp, 1
p−1

(ω))q(x) ≤ CWp, 1
p−1

ω(x) < +∞, a.e.

Moreover, there is a constant C0 such that if the above condition holds, with
C ≤ C0, then equation (1.1) has a solution u with ε = 1 which satisfies the two-
sided pointwise estimate

1
K
Wp, 1

p−1
(ω)(x) ≤ u(x) ≤ KWp, 1

p−1
(ω)(x), x ∈ Rn.

One natural question that arises from the above existence theorem is the study
of the following Lp−Lq trace estimates of the Wolff potential: Given 0 < q < +∞,
1 < p < +∞, which are the positive measures µ on Rn such that

(1.2)
∥∥∥∥(Wp, 1

p−1
(fdx)

)p−1
∥∥∥∥
Lq(dµ)

≤ C||f ||Lp(dx),

for any f ≥ 0?
A characterization of such measures would give information on the regularity of

the solution of the quasilinear equation given in the above theorem.
We can consider other measures ν rather that the Lebesgue measure dx, and

define the corresponding Wolff type potential: If s > 0, α > 0, ν is a positive Borel
measure on Rn, and f is a nonnegative ν-measurable function on Rn, let

Wα, s(fdν)(x) =
∫ +∞

0

[∫
Br(x)

fdν

rn−α

]s
dr

r
.

The general trace problem reads as follows:
Given 0 < q, s < +∞, 1 < p < +∞, which are the pair of positive Borel measures

µ, ν on Rn such that

(1.3) || (Wα, s(fdν))
1
s ||Lq(dµ) ≤ C||f ||Lp(dν),
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for any f ≥ 0?
In [HW] it also was introduced a dyadic version of Wolff’s potential. If D = {Q}

is the collection of all dyadic cubes in Rn, |Q| is the Lebesgue measure of the cube
Q, and µ is a positive locally finite Borel measure on Rn, WDα, sµ is defined by

WDα, sµ(x) =
∑
Q∈D

(
µ(Q)
|Q|1−αn

)s
χQ(x) =

∑
Q∈D

(
ν(Q)
|Q|1−αn

)s( 1
µ(Q)

∫
Q

fdµ

)s
χQ(x).

Here χQ denotes the characteristic function of the cube Q. The discrete Riesz
potential IDα (µ) is

IDα (µ)(x) =
∑
Q∈D

µ(Q)
|Q|1−αn

χQ(x),

and the discrete energy associated with µ is given by

(1.4) EDα, p[µ] =
∫
Rn

(
IDα [µ]

)p′
dx =

∫
Rn

∑
Q∈D

µ(Q)
|Q|1−αn

χQ(x)

p′

dx.

An alternative expression for EDα, p is an immediate consequence of Fubini’s theorem:

EDα, p[µ] =
∫
Rn

IDα [(IDα [µ])p
′−1dx] dµ,

where IDα [(IDα [µ])p
′−1dx] is a dyadic analogue of the nonlinear potential of Havin–

Maz’ya (see [AH], [M]).
A dyadic version of Wolff’s inequality established in [HW] shows that, for 1 <

p < +∞, and ν a nonnegative Borel measure on Rn, there exist constants C1, C2 >
0, such that

C1 EDα, p[ν] ≤
∫
Rn

WDα, 1
p−1

[ν](x) dν(x) ≤ C2 EDα, p[ν].

The purpose of this paper is to study a discrete version of trace estimate (1.3):
Given 0 < q, s < +∞, 1 < p < +∞, which are the pair of positive Borel measures
µ, ν on Rn such that

(1.5) ||
(
WDα, s(fdν)

) 1
s ||Lq(dµ) ≤ C||f ||Lp(dν),

for any f ≥ 0? The relative position of p and q and of p and s will play an esential
role in the proof of the above characterization. The main result we obtain is the
following theorem.

Theorem A. Let 0 < q, s < +∞, 1 < p < +∞, 0 < α < n and µ, ν locally finite
positive Borel measures on Rn.

1. If p ≤ q, there exists C > 0 such that

(1.6) ||
(
WDα, s(fdν)

) 1
s ||Lq(dµ) ≤ C||f ||Lp(dν),

if and only if one of the following cases holds:
(i) s ≥ p and there exists C > 0 such that for any Q ∈ D,∫

Rn

 ∑
Q′⊂Q

(
ν(Q′)
|Q′|1−αn

)s
χQ′


q
s

dµ


p
q

≤ Cν(Q).
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(ii) s < p and there exists C > 0 such that for any cube Q ∈ D, the
following two conditions are satisfied:

(a)

∫
Rn

∑
Q′∈D

(
ν(Q′)
|Q′|1−αn

)s
ν(Q′ ∩Q)
ν(Q′)

χQ′

q/s

dµ


1

(q/s)

≤ Cν(Q)s/p.

(b)

∫
Rn

∑
Q′∈D

(
ν(Q′)
|Q′|1−αn

)s
µ(Q′ ∩Q)
µ(Q′)

χQ′

(p/s)′

dν


1

(p/s)′

≤ Cµ(Q)1/(q/s)
′
.

2. If q < p, and the following additional condition is satisfied: There
exists A > 0 such that for any Q ∈ D, x, y ∈ Q,∑
Q′⊂Q

(
ν(Q′)
|Q′|1−αn

)s
χQ′(x) ≤ A

∑
Q′⊂Q

(
ν(Q′)
|Q′|1−αn

)s
χQ′(y)

where A does not depend on Q ∈ D. Then there exists C > 0 such
that

(1.7)
∥∥∥(WDα, s(fdν)

) 1
s

∥∥∥
Lq(dµ)

≤ C||f ||Lp(dν),

if and only if one of the following cases hold:
(iii) s < p and

∑
Q∈D

(
ν(Q)
|Q|1−αn

)s
(
µ(Q)
ν(Q)

) p
p−s

 ∑
Q′⊂Q

(
ν(Q′)
|Q′|1−αn

)s
p
p−s

χQ ∈ L
q(p−s)
s(p−q) (dµ).

(iv) p ≤ s and

∫
Rn

sup
x∈Q

 (
∑
Q′⊂Q( ν(Q′)

|Q′|1−
α
n

)sχQ′(x))
p
s µ(Q)

ν(Q)


q
p−q

dµ(x) < +∞.

Observe that in the case that dν = dx, the additional condition on the second
part of the theorem holds automatically, since for any Q ∈ D and x ∈ Q,∑

Q′⊂Q

(
|Q′|
|Q′|1−αn

)s
χQ′(x) ' |Q|αn s.

This implies that the original problem (1.2) can be solved without any further
hypothesis. In particular, condition (i) corresponding to the case p ≤ q and q < p
reads as the following simple test condition, namely: there exists C > 0 such that
for any Q ∈ D, µ(Q) ≤ C|Q|

q
p (1−αpn ).

Condition (iii) coresponding to the case q < p and s < p reads as∑
Q∈D
|Q|αsn

(
µ(Q)
|Q|1−αsn

) p
p−s

χQ ∈ L
q(p−s)
s(p−q) (dµ).

And finally, condition (iv) corresponding to the case q < p and p ≤ s is just that

sup
x∈Q

µ(Q)
|Q|1−αpn

∈ L
q
p−q (dµ).
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The proof of Theorem 1 will be obtained by reformulating it as a particular case of
the following problem of discrete multipliers: Given 0 < q, s < +∞, 1 < p < +∞,
and a sequence (cQ)Q of nonnegative reals, which are the pair of positive Borel
measures µ, ν on Rn such that

‖

∑
Q∈D

csQλ
s
QχQ

 1
s

‖Lq(dµ) ≤ C‖ sup
Q∈D

(λQχQ)‖Lp(dν)?

Notations: Throughout the paper, the letter C may denote various non-negative
numerical constants, possibly different in different places. The notation f(z) . g(z)
means that there exists C > 0, which does not depends of z, f and g, such that
f(z) ≤ Cg(z).

Acknowledgements: We are deeply thankful to Professor Igor Verbitsky for
several helpful conversations during the preparation of this paper.

2. Discrete multipliers

We will begin formulating the discrete version of (1.2) we have given in the
introduction. The question we want to deal with is then: Given 0 < q < +∞,
1 < p < +∞, which are the pair of positive measures µ, ν on Rn such that∥∥∥∥∥∥∥

∑
Q∈D

(
ν(Q)
|Q|1−αn

)s( 1
ν(Q)

∫
Q

fdν

)s
χQ

 1
s

∥∥∥∥∥∥∥
Lq(dµ)

= ||WDα, s(fdν)||Lq(dµ)

≤ C||f ||Lp(dν),

(2.1)

for any f ≥ 0?.
The following lemma shows that (1.5) can be rewritten in terms of discrete

multipliers.

Lemma 2.1. Assume 1 < p < +∞. Then estimate (1.5) holds if and only if there
exists C > 0 such that for any sequence (λQ)Q of nonnegative numbers,

(2.2)

∥∥∥∥∥∥∥
∑
Q∈D

(
ν(Q)
|Q|1−αn

)s
λsQχQ

 1
s

∥∥∥∥∥∥∥
Lq(dµ)

≤ C|| sup
Q∈D

(λQχQ)||Lp(dν).

Proof of Lemma 2.1. Assume that (1.5) holds, and let f = supQ(λQχQ). Since

1
ν(Q)

∫
Q

fdν =
1

ν(Q)

∫
Q

sup
Q′∈D

(λQ′χQ′)dν ≥
1

ν(Q)

∫
Q

λQχQdν = λQ,

(1.5) gives that∥∥∥∥∥∥∥
∑
Q∈D

(
ν(Q)
|Q|1−αn

)s
λsQχQ

 1
s

∥∥∥∥∥∥∥
Lq(dµ)

≤ C‖ sup
Q∈D

(λQχQ)‖Lp(dν),

which is (2.2).
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Conversely, assume that (2.2) holds, and let λQ = 1
ν(Q)

∫
Q
fdν, f ≥ 0. We have

that since p > 1, the dyadic maximal operator with respect to ν, MDν , given by

MDν f(x) = sup
x∈Q

1
ν(Q)

∫
Q

fdν,

is of strong type (p, p) with respect to ν. Hence the hypothesis gives that∥∥∥∥∥∥∥
∑
Q∈D

(
ν(Q)
|Q|1−αn

)s( 1
ν(Q)

∫
Q

fdν

)s
χQ

 1
s

∥∥∥∥∥∥∥
Lq(dµ)

≤ C‖ sup
Q∈D

(λQχQ)‖Lp(dν) = C‖MDν f‖Lp(dν) ≤ C‖f‖Lp(dν).

�

In what follows we will study the more general discrete multiplier problem given
by

(2.3)

∥∥∥∥∥∥∥
∑
Q∈D

csQλ
s
QχQ

 1
s

∥∥∥∥∥∥∥
Lq(dµ)

≤ C‖ sup
Q∈D

(λQχQ)‖Lp(dν).

The different characterizations we will obtain depend in the relative position of
p and q, and in any of the possibilities we will need to consider the different relative
positions of p and s. More specifically, we will consider the following cases:

(1) p ≤ q and s ≥ p.
(2) p ≤ q and s < p.
(3) q < p and s < p.
(4) q < p and s ≥ p.

2.1. The case p ≤ q and s ≥ p. If in (2.3) we replace λQ by λ
1
p

Q, the estimate can
be rewritten in an equivalent way as

(2.4)

∫
Rn

∑
Q∈D

λ
s
p

Qc
s
QχQ


q
s

dµ


p
q

≤ C‖ sup
Q∈D

(λQχQ)‖L1(dν),

where 1 ≤ s
p and 1 ≤ q

p . Next, this last estimate can be expressed in terms of

weighted mixed norms. Namely, if we denote L
q
p
µ (l

s
p
cQ) the weighted mixed norm

space defined by

L
q
p
µ (l

s
p
cQ) = {(λQχQ)Q∈D ; ‖(λQχQ)Q∈D‖

L
q
p
µ (l

s
p
cQ

)
=

∫
Rn

∑
Q∈D

λ
s
p

Qc
s
QχQ


q
s

dµ


p
q

< +∞},

then (2.4) is reformulated as

(2.5) ‖(λQχQ)Q∈D‖
L
q
p
µ (l

s
p
cQ

)
≤ C‖ sup

Q∈D
(λQχQ)‖L1(dν).
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Observe that if for any Q ∈ D we consider sequences (λQ′)Q′ satisfying that λQ′ = 1
for any Q′ ⊂ Q and zero elsewhere, we have that

‖ sup
Q′∈D

(λQ′χQ′)‖L1(dν) = ν(Q),

and consequently, if (2.5) holds, then

(2.6) ‖(χQ′)Q′∈D‖
L
q
p
µ (l

s
p
cQ

)
=

∫
Rn

 ∑
Q′⊂Q

csQ′χQ′


q
s

dµ


p
q

≤ Cν(Q).

The object of the following theorem is to prove that the converse is also true.

Theorem 2.2. If p ≤ q and s ≥ p, the discrete multiplier problem (2.3) (and
consequentely (2.5)) holds if and only if there exists C > 0 such that for any Q ∈ D,

(2.7)

∫
Rn

 ∑
Q′⊂Q

csQ′χQ′


q
s

dµ


p
q

≤ Cν(Q).

Proof of Theorem 2.2. The necessity of condition (2.7) have just been proved. Be-
fore we give the proof of the sufficiency, we make some simplifications:

Step 1: It is enough to show the sufficiency for sequences (λQ)Q with a finite
number of nonzero terms, with constant C which do not depend on the number
of nonzero terms. This is a consequence of the Lebesgue Monotone Convergence
Theorem.

Step 2: It is enough to show the sufficiency for the case where the finite number
of λQ’s different from zero are the ones corresponding to a fixed cube and its
descendents. This is due to the fact that if the finite number of nonzero terms
correspond to the descendents of m disjoint cubes Qj j = 1, · · · ,m, we can deduce
this general case from the particular one just observing that

sup
Q∈D

(λQχQ) = sup
Q⊂Q1

(λQχQ) + · · ·+ sup
Q⊂Qm

(λQχQ),

and consequentely,

‖(λQχQ)Q∈D‖
L
q
p
µ (l

s
p
cQ

)

≤

∫
Rn

 ∑
Q′⊂Q1

csQχQ′


q
s

dµ


p
q

+ · · ·+

∫
Rn

 ∑
Q′⊂Qm

csQχQ′


q
s

dµ


p
q

≤

C

(∫
Rn

sup
Q⊂Q1

(λQχQ)dν + · · ·+
∫
Rn

sup
Q⊂Qm

(λQχQ)dν
)

= C

∫
Rn

sup
Q∈D

(λQχQ)dν

= C‖ sup
Q∈D

(λQχQ)‖L1(dν).

Step 3: By the previous reductions, we just may assume that the finite number
of λ’s different from zero correspond to a fixed cube Q0 and its descendents up to
order m, which we denote by Qki1,··· ,ik , k = 1, · · · ,m i1, · · · im = 1, · · · , 2n. Our
next observation is to observe that in addition we may assume that the sequence
of λ’s satisfies the following monotone condition, namely, λQ0 ≤ λQ1

i1
for any i1 =
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1, · · · , 2n, and for any fixed k = 1, · · · ,m, and i1, · · · , ik = 1, · · · , 2n, λkQi1,··· ,ik ≤
λk+1
Qi1,··· ,ik,ik+1

for any ik+1 = 1, · · · , 2n. Indeed if any of these inequalities does not

hold, i.e., there exists k ∈ {1, · · · ,m}, and i1, · · · ik ∈ {1, · · · , 2n} with λkQi1,··· ,ik
>

λk+1
Qi1,··· ,ik+1

, we just substitute λk+1
Qi1,··· ,ik+1

by λkQi1,··· ,ik
. We then have that while

the expression on the right hand of (2.5) does not change, the expression on the
left hand side increases. We have that for these monotone sequences,

‖( sup
Q⊂Q0

(λQχQ)‖L1(dν) =
∑

i1,··· ,im

λmQi1,··· ,im ν(Qmi1,··· ,im).

In summary, the above steps give that in order to prove the sufficiency it is enough
to show the following assertion:

Assume that there exists C > 0 such that for any Q0, and for any fixed finite
number of descendents, Qki1,··· ,ik , k = 0, · · · ,m, i1, · · · , im = 1, · · · , 2n (here we are
assuming that when k = 0 we just have the cube Q0), we have that if j = 0, · · · ,m,
i1 · · · , ij = 1, · · · , 2n,

(2.8) ‖
(
χQki1,···ik

)
k=j,··· ,m;ij+1,··· ,im=1,··· ,2n

‖
L
q
p
µ (l

s
p
cQ

)
≤ Cν(Qji1,··· ,ij ).

Then for any (λQ)Q, satisfying that λQ 6= 0 only if Q is one of the fixed finite
number of descendents and satisfying also the monotone condition, we have that if
j = 0, · · · ,m, i1 · · · , ij = 1, · · · , 2n,

‖
(
λQki1,···ik

χQki1,···ik

)
k=1,··· ,m;i1,··· ,im=1,··· ,2n

‖
L
q
p
µ (l

s
p
cQ

)

≤ C
∑

i1,··· ,im

λQmi1,··· ,im
ν(Qmi1,··· ,im) = C‖ sup

Q⊂Q0

(λQχQ)‖L1(dν).
(2.9)

Before we give the proof of the assertion in the above general situation, we begin
by briefly sketch the simpler case where the only λ’s different from zero correspond
to a fixed cube Q0, and its first and second generations of descendents, Q1

i1
, Q2

i1,i2
,

i1, i2 = 1, · · · , 2n. We split the sequence of λ’s as a sum of a finite number of
sequences as follows,

(λQχQ)Q⊂Q0 =
∑

i1,i2=1,··· ,2n

(
(λQ2

i1,i2
− λQ1

i1
)χQ2

i1,i2

)
+

∑
i1=1,··· ,2n

(
(λQ1

i1
− λQ0)χQ

)
Q⊂Q1

i1

+ λQ0(χQ)Q⊂Q0 .

Since s/p ≥ 1 and q/p ≥ 1, the mixed space L
q
p (l

s
p
cQ) is normed. Then

‖(λQχQ)Q⊂Q0‖
L
q
p (l

s
p
cQ

)
≤ C

∑
i1,i2=1,··· ,2n

(λQ2
i1,i2
− λQ1

i1
)ν(Q2

i1,i2)

+
∑

i1=1,··· ,2n
(λQ1

i1
− λQ0)ν(Q1

i1) + λQ0ν(Q0) = C
∑

i1,i2=1,··· ,2n
λQ2

i1,i2
ν(Q2

i1,i2),

which gives the desired estimate for this particular situation.
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For the general setting, we use the same type of argument and decompose (λQ)Q
as a finite sum of sequences as follows,

(λQχQ)Q⊂Q0 =
∑

i1,··· ,im=1,··· ,2n

(
(λQmi1,··· ,im − λQm−1

i1,··· ,im−1
)χQmi1,··· ,im

)

+
∑

i1,··· ,im−1=1,··· ,2n

(
(λQm−1

i1,··· ,im−1
− λQm−2

i1,··· ,im−2
)χQm−ki1,··· ,im−k

)
k=0,1;

im=1,··· ,2n

+
∑

i1,··· ,im−2=1,··· ,2n

(
(λQm−2

i1,··· ,im−2
− λQm−3

i1,··· ,im−3
)χQm−ki1,··· ,im−k

)
k=0,1,2;

im−1,im=1,··· ,2n

+ · · ·+ λQ0 (χQ)Q⊂Q0
.

(2.10)

Since by hypothesis the space L
q
p (l

s
p
cQ) is normed, we obtain from the above

decomposition that

‖(λQχQ)Q⊂Q0‖
L
q
p (l

s
p
cQ

)

≤
∑

i1,··· ,im=1,··· ,2n
(λQmi1,··· ,im − λQm−1

i1,··· ,im−1
)‖(χQmi1,··· ,im )‖

L
q
p (l

s
p
cQ

)

+
∑

i1,··· ,im−1=1,··· ,2n
(λQm−1

i1,··· ,im−1
− λQm−2

i1,··· ,im−2
)‖
(
χQm−ki1,··· ,im−k

)
k=0,1;

im=1,··· ,2n
‖
L
q
p (l

s
p
cQ

)

+
∑

i1,··· ,im−2=1,··· ,2n
(λQm−2

i1,··· ,im−2
− λQm−3

i1,··· ,im−3
)‖
(
χQm−ki1,··· ,im−k

)
k=0,1,2;

im=1,··· ,2n
‖
L
q
p (l

s
p
cQ

)

+ · · ·+ λQ0‖(χQ)Q⊂Q0‖
L
q
p (l

s
p
cQ

)
.

Since (2.8) holds, we have that the above is bounded by

C

 ∑
i1,··· ,im=1,··· ,2n

(λQmi1,··· ,im − λQm−1
i1,··· ,im−1

)ν(Qmi1,··· ,im)

+
∑

i1,··· ,im−1=1,··· ,2n
(λQm−1

i1,··· ,im−1
− λQm−2

i1,··· ,im−2
)ν(Qm−1

i1,··· ,im−1
)

+
∑

i1,··· ,im−2=1,··· ,2n
(λQm−2

i1,··· ,im−2
− λQm−3

i1,··· ,im−3
)ν(Qm−2

i1,··· ,im−2
) + · · ·+ λQ0ν(Q0)


= C

∑
i1,··· ,im

λQmi1,··· ,im
ν(Qmi1,··· ,im) = C‖ sup

Q⊂Q0

(λQχQ)‖L1(dν),

which gives (2.3). �

2.2. The case p ≤ q and s < p. If we renormalize (2.3) by sustituting λsQ by λQ,
and denote p̃ = p

s and q̃ = q
s , the estimate can be rewritten in an equivalent way as

(2.11)

∫
Rn

∑
Q∈D

λQc
s
QχQ

q̃

dµ


1
q̃

≤ C‖ sup
Q∈D

(λQχQ)‖Lp̃(dν).
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Lemma 2.1 gives that the above is equivalent to

(2.12)

∫
Rn

∑
Q∈D

csQ
ν(Q)

χQ

∫
Q

fdν

q̃

dµ


1
q̃

≤ C‖f‖Lp̃(dν).

But if we define the discrete operator TD by

TD(fdν) =
∑
Q∈D

csQ
ν(Q)

χQ

∫
Q

fdν ,

the above estimate (2.12) can be rewritten as

(2.13)
(∫

Rn

TD(fdν)q̃(x)dµ(x)
) 1
q̃

≤ C‖f‖Lp̃(dν).

Theorem 3.2 in [SWZ], gives then

Theorem 2.3 ([SWZ]). If p̃ ≤ q̃, the estimate (2.13) holds if and only if there
exists C > 0 such that for any Q ∈ D, the following two conditions are satisfied:

(a)
(∫

Rn

TD(χQdν)q̃dµ
) 1
q̃

≤ Cν(Q)
1
p̃ .

(b)
(∫

Rn

TD(χQdµ)p̃
′
dν

) 1
p̃′

≤ Cµ(Q)
1
q̃′ .

As an immediate consequence we have

Theorem 2.4. If p ≤ q, and s < p, the discrete multiplier problem (2.12) (and
consequently (2.3)) holds if and only if there exists C > 0 such that for any cube
Q ∈ D the following two conditions are satisfied:

(a)

∫
Rn

∑
Q′∈D

csQ′

ν(Q′)
ν(Q′ ∩Q)χQ′

q̃

dµ


1
q̃

≤ Cν(Q)
1
p̃ .

(b)

∫
Rn

∑
Q′∈D

csQ′

µ(Q′)
µ(Q′ ∩Q)χQ′

p̃′

dν


1
p̃′

≤ Cµ(Q)
1
q̃′ .

In fact, in [SWZ] it is proved that provided we assume some extra mild condition
on integrability, in conditions (a) and (b) of Theorem 2.3 it is enough to integrate on

the cube Q. In particular, if dν = dx and cQ =
|Q|
|Q|1−αn

, condition (a) in Theorem

2.4 is reduced to the trivial test condition on cubes: there exists C > 0 such that
for any Q ∈ D, µ(Q) ≤ C|Q|

q
p (1−αpn ).

We observe that the techniques used in the previous subsection, allows to give
a simple characterization of (2.3) for the particular case where p = q, s = 1 and
µ = ν which does not use the proof given by [SWZ], and that we think has interest
by its own.

Theorem 2.5. Let 1 < p < +∞, and µ a positive Borel measure on Rn. Then the
following assertions are equivalent:
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(a) There exists C > 0 such that for any sequence of nonnegative numbers
(λQ)Q,

(2.14)

∫
Rn

∑
Q∈D

λQcQχQ

p

dµ


1
p

≤ C‖ sup
Q∈D

(λQχQ)‖Lp(dµ).

(b) There exists C > 0 such that for any sequence of nonnegative numbers
(λQ)Q, (σQ)Q ,

(2.15)
∑
Q∈D

cQµ(Q)λQσQ ≤ C
(∫

Rn

sup
Q

(λQχQ)pdµ
) 1
p
(∫

Rn

sup
Q

(σQχQ)p
′
dµ

) 1
p′

.

(c) There exists C > 0 such that for any Q ∈ D,

(2.16)
∑
Q′⊂Q

cQ′µ(Q′) ≤ Cµ(Q).

Proof of Theorem 2.5. Duality gives that (a) is equivalent to the discrete bilinear
multiplier problem (b). The fact that (b) implies (c) is immediate, if we just
consider for any fixed cube Q ∈ D, the sequence (λQ′)Q′ such that λQ′ = σQ′ = 1,
for any Q′ ⊂ Q and zero elsewhere.

If we substitute cQ′µ(Q′) by cQ′ , and use the same reductions of Theorem 2.2
we are left to show the following: Assume that there exists C > 0 such that for any
Q ∈ D,

(2.17)
∑
Q′⊂Q

cQ′ ≤ Cµ(Q).

Then there exists C > 0 such that for any sequence (λQ)Q of nonnegative num-
bers with a finite number of nonzero terms corresponding to a fixed cube Q0 and
its descendents, and any sequence (σQ)Q of nonnegative numbers, such that both
sequences satisfy the monotone condition given in Step 3, we have

(2.18)
∑
Q∈D

cQλQσQ ≤ C
(∫

Rn

sup
Q

(λQχQ)pdµ
) 1
p
(∫

Rn

sup
Q

(σQχQ)p
′
dµ

) 1
p′

.

In order to simplify the notations, we will just give the proof for sequences
(λQ′)Q′ , (σQ′)Q′ , with nonzero terms corresponding to a cube, and its first and
second generation of decendents, which we will denote by Q0, Qi1 , i1 = 1, · · · , 2n
and Qi1,i2 , i1, i2 = 1, · · · , 2n, respectively, and satisfying the monotone condition.
We have that (2.17) gives that the following estimates are satisfied:∑

i1,i2=1,··· ,2n
cQi1,i2 +

∑
i1=1,··· ,2n

cQi1 + cQ0 ≤ C
∑
i1,i2

µ(Qi1,i2) = µ(Q0),

∑
i2=1,··· ,2n

cQi1,i2 + cQi1 ≤ Cµ(Qi1), i1 = 1, · · · , 2n

cQi1,i2 ≤ Cµ(Qi1,i2), i1, i2 = 1, · · · , 2n.
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We have that∑
i1,i2=1,··· ,2n

cQi1,i2λQi1,i2σQi1,i2 +
∑

i1=1,··· ,2n
cQi1λQi1σQi1 + cQ0λQ0σQ0

=
∑

i1=1,··· ,2n

∑
i1=1,··· ,2n

(
λQi1,i2σQi1,i2 − λQi1σQi1

)
cQi1,i2

+
∑

i1=1,··· ,2n

(
λQi1σQi1 − λQ0σQ0

)cQi1 +
∑

i2=1,··· ,2n
cQi1,i2


+ λQ0σQ0

 ∑
i1,i2=1,··· ,2n

cQi1,i2 +
∑

i1=1,··· ,2n
cQi1 + cQ0


≤ C

∑
i1=1,··· ,2n

∑
i2=1,··· ,2n

(
λQi1,i2σQi1,i2 − λQi1σQi1

)
µ(Qi1,i2)

+
∑

i1=1,··· ,2n

(
λQi1σQi1 − λQ0σQ0

) ∑
i2=1,··· ,2n

µ(Qi1,i2)


+ λQ0σQ0

 ∑
i1,i2=1,··· ,2n

µ(Qi1,i2)

 = C
∑

i1,i2=1,··· ,2n
λQi1,i2σQi1,i2µ(Qi1,i2)

≤ C

 ∑
i1,i2=1,··· ,2n

λpQi1,i2
µ(Qi1,i2)

 1
p
 ∑
i1,i2=1,··· ,2n

σp
′

Qi1,i2
µ(Qi1,i2)

 1
p

The general case is proved anagously to Theorem 2.2. �

The version of the above theorem for general pairs of measures µ and ν does not
hold in general. The condition (c) which corresponds to the general case is now
given by: There exists C > 0 such that for any Q ∈ D,

(2.19)
∑
Q′⊂Q

cQ′µ(Q′) ≤ Cµ(Q)
1
p ν(Q)

1
p′ .

The following example gives that (2.19) is not, in general, sufficient in order that
the discrete bilinear problem holds.

Proposition 2.6. There exists a pair of positive measures µ 6= ν on Rn and a
sequence (cQ)Q of nonnegative numbers satisfying condition (2.19) with C = 1 but
where the estimate

(2.20)
∑
Q∈D

cQµ(Q)λQσQ ≤
(∫

Rn

sup
Q

(λQχQ)2dµ
) 1

2
(∫

Rn

sup
Q

(σQχQ)2dν
) 1

2

does not hold for every sequences (λQ)Q, (σQ)Q of nonnegative numbers.

Proof of Proposition 2.6. We fix a cube Q0 ∈ D, and consider the first generation of
its descendents, that we denote by Qi, i = 1, · · · , 2n. We will construct a sequence
of non negative numbers (cQ)Q satisfying that cP = 0 for any cube P different
from Q0 and its first generation of descendents. In such situation, condition (2.19)
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reduces to ∑
i

cQiµ(Qi) + cQ0µ(Q0) ≤ µ(Q0)
1
2 ν(Q0)

1
2 ,

cQiµ(Qi) ≤ µ(Qi)
1
2 ν(Qi)

1
2 , i = 1, · · · , 2n.

On the other hand, estimate (2.20) for nonnegative numbers satisfying λQi ≥ λQ0 ,
σQi ≥ σQ0 , i = 1, · · · , 2n, can be rewritten as∑

i

λQiσQicQiµ(Qi) + λQ0σQ0cQ0µ(Q0)

≤

(∑
i

λ2
Qiµ(Qi)

) 1
2
(∑

i

σ2
Qiν(Qi)

) 1
2

.

(2.21)

We define the sequence (cQ)Q in terms of the measures µ and ν (to be constructed)
as follows:

cQiµ(Qi) = ν(Qi)
1
2µ(Qi)

1
2 , i = 1, · · · , 2n

cQµ(Q0) = µ(Q0)
1
2 ν(Q0)

1
2 −

∑
i

ν(Qi)
1
2µ(Qi)

1
2 .

Observe that by Hölder’s inequality, cQ ≥ 0.
With that choice, and for the particular case where λQ0 = σQ0 = 1, (2.21)

reduces to∑
i

λQiσQiν(Qi)
1
2µ(Qi)

1
2 +

(
µ(Q0)

1
2µ(Q0)

1
2 −

∑
i

µ(Qi)
1
2 ν(Qi)

1
2

)

≤

(∑
i

λ2
Qiµ(Qi)

) 1
2
(∑

i

σ2
Qiν(Qi)

) 1
2

,

for any λQi ≥ 1, σQi ≥ 1, i = 1, · · · , 2n. But the above can be written as(∑
i

ν(Qi)

) 1
2
(∑

i

µ(Qi)

) 1
2

−
∑
i

ν(Qi)
1
2µ(Qi)

1
2

≤

(∑
i

λ2
Qiν(Qi)

) 1
2
(∑

i

µ2
Qiµ(Qi)

) 1
2

−
∑
i

λQiσQiν(Qi)
1
2µ(Qi)

1
2 .

If we consider the vectors in R2n given by

uν = (ν(Q1)
1
2 , · · · , ν(Q2n)

1
2 ), uµ = (µ(Q1)

1
2 , · · · , µ(Q2n)

1
2 )

vνλ = (λQ1ν(Q1)
1
2 , · · · , λQ2n ν(Q2n)

1
2 ), vµσ = (σQ1µ(Q1)

1
2 , · · · , σQ2nµ(Q2n)

1
2 ),

this last inequality reduces to

‖uν‖2‖vµ‖2 − uν · vµ ≤ ‖uνλ‖2‖vµσ‖2 − uνλ · vµσ,
for any λQi ≥ 1, σQi ≥ 1, i = 1, · · · , 2n Now, we just need to define the measures ν
and µ such that the vectors uν and vσ are close to be ”orthogonal”, and λQi ≥ 1,
σQi ≥ 1, i = 1, · · · , 2n, such that the vectors uνλ and vµσ are equals to finish with
the construction. For instance, if 0 < ε < 1, consider

uµ = (1, ε, · · · , 1, ε)), uν = (ε, 1, · · · , ε, 1))
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and λQ2k+1 = 1, λQ2k = 1
ε , k = 0, · · · , 2n−1 − 1, σQ2k+1 = 1

ε , σQ2k = 1, k =
0, · · · , 2n−1 − 1. Then

‖uν‖2‖vµ‖2 − uν · vµ = 2
(n−1)

2 (1 + ε2)
1
2 − 2nε,

whereas ‖uνλ‖2‖vµσ‖2 − uνλ · vµσ = 0. �

2.3. The case q < p and s < p. As in the case p ≤ q and s < p, if in (2.3) we
substitute λsQ by λQ, and put p̃ = p

s and q̃ = q
s , and we obtain that the estimate

can be rewritten as∫
Rn

∑
Q∈D

λQc
s
QχQ

q̃

dµ


1
q̃

≤ C‖ sup
Q∈D

(λQχQ)‖Lp̃(dν),

where now 0 < q̃ < p̃ and p̃ > 1. Using again Lemma 2.1 we have that the above
is equivalent to

(2.22)

∫
Rn

∑
Q∈D

1
|Q|ν

∫
Q

fdνcsQχQ

q̃

dµ


1
q̃

≤ C‖f‖Lp̃(dν).

This inequality has been studied in [COV3]. In order to write down the char-
acterization, we need to introduce some more notations.

If K : D → R+, and ν is a positive Borel measure on Rn, we define the gener-
alizad Riesz dyadic operator TDK given by

TDK [ν] =
∑
Q∈D

ν(Q)K(Q)χQ.

We also define the function K(Q)(x) supported on Q given by

K(Q)(x) =
1
|Q|ν

∑
Q′⊂Q

K(Q′)ν(Q′)χQ′(x).

We say that the pair (K, ν) satisfies the so-called dyadic logarithmic bounded os-
cillation condition (DLBO):

(2.23) sup
x∈Q

K(Q)(x) ≤ A inf
x∈Q

K(Q)(x),

where A does not depend on Q ∈ D. Assume K is a radially nonincreasing kernel
and dν = dx or K(Q) = rn−αQ , 0 < α < n and ν satisfies a dyadic reverse con-
dition, i.e. there exists C > 0 and γ > n − α such that for any j ≥ 0, Q ∈ D,
ν(2jQ) ≥ C 2jγ ν(Q), where 2jQ is the unique dyadic cube in D such that Q ⊂ 2jQ
and r2jQ = 2jrQ. Then in any of these cases we obtain that the pair (K, ν) satisfies
the (DLBO) condition (see [COV2] for more details).

For (K, ν) ∈ (DLBO), we set K(Q) = infx∈QK(Q)(x), Q ∈ D, if ν(Q) 6= 0, and
K(Q) = 0 if ν(Q) = 0. The generalized Wolff potential of a measure σ introduced
in [COV2] can be defined when the pair (K, ν) satisfies the DLBO condition in an
equivalent way by:

(2.24) WDK, ν [σ](x) =
∑
Q∈D

K(Q) [K(Q)]p
′−1 [σ(Q)]p

′−1ν(Q)χQ(x).
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Theorem 2.7 (Thm 2.1 [COV3]). Let K : D → R+, 0 < q < p < +∞, and
1 < p < +∞. Let µ and σ be nonnegative Borel measures on Rn. Suppose that
(K, ν) ∈ (DLBO). Then there exists a constant C > 0 such that the trace inequality

(2.25)
∫
Rn

|TKD [fdν] |q dµ ≤ C ‖f‖qLp(dν), f ∈ Lp(dν),

holds if and only if

(2.26) WDK, ν [µ] ∈ L
q(p−1)
p−q (dµ).

Given (cQ)Q a sequence of nonnegative real numbers, we define

Cs(Q)(x) =
∑
Q′⊂Q

csQ′χQ′(x).

We will say that the pair ((csQ)Q, ν) satisfies the DLBO condition if the pair (K, ν)

satisfies DLBO condition, where K(Q) =
csQ
ν(Q)

. In that case we define CQ,s =

infx∈Q Cs(Q)(x), which by hypothesis is equivalent to supx∈Q Cs(Q)(x). The Wolff-
type potential is now

WDK, ν [σ](x) =
∑
Q∈D

csQ [CQ,s](p/s)
′−1

(
µ(Q)
ν(Q)

)(p/s)′−1

χQ(x).

We can now state the characterization.

Theorem 2.8. Let 1 < p < +∞, q < p and s < p, and let µ, ν be two nonneg-
ative Borel measures on Rn. Assume that the pair ((csQ)Q, ν) satisfies the DLBO
condition. We then have that (2.22) (and consequently (2.3)) holds if and only if:

(2.27)
∑
Q∈D

csQ

(
µ(Q)
ν(Q)

) p
p−s

C
p
p−s
Q,s χQ ∈ L

q(p−s)
s(p−q) (dµ). �

2.4. The case q < p and p ≤ s. With the same substitution of the previous case,
we have that the estimate (2.3) can be rewritten as

(2.28)

∫
Rn

∑
Q∈D

λQc
s
QχQ

q̃

dµ


1
q̃

≤ C‖ sup
Q∈D

(λQχQ)‖Lp̃(dν),

where now 0 < q̃ < p̃ ≤ 1.

Theorem 2.9. Let q < p and p ≤ s, and let µ, ν be two nonnegative Borel measures
on Rn. Assume that the pair ((csQ)Q, ν) satisfies the DLBO condition. We then
have that (2.28) (and consequently (2.3)) holds if and only if:

(2.29)
∫
Rn

sup
x∈Q

(
(
∑
Q′⊂Q c

s
Q′χQ′)

p
s µ(Q)

ν(Q)

) q
p−q

dµ < +∞.

Proof of Theorem 2.9. We begin with the proof of the necessity. If Q ∈ D, take
λQ =

∑
Q⊂Q′ ρQ′ . Since p̃ ≤ 1, we have that ∑

Q⊂Q′
ρQ′

p̃

≤

∑
Q′∈D

ρQ′

p̃

≤
∑
Q′∈D

ρp̃Q′ .
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On the other hand,∑
Q∈D

λQc
s
QχQ =

∑
Q∈D

csQ
∑
Q⊂Q′

ρQ′χQ =
∑
Q′∈D

ρQ′
∑
Q⊂Q′

csQχQ.

Consequently if (2.28) is satisfied, we obtain that∫
Rn

∑
Q′∈D

ρQ′
∑
Q⊂Q′

csQχQ

q̃

dµ


1
q̃

=
(∫

Rn

(
λQc

s
QχQ

)q̃
dµ

) 1
q̃

≤ C‖( sup
Q∈D

(λQχQ)‖Lp̃(dν) = C‖( sup
Q∈D

(
∑
Q⊂Q′

ρQ′χQ)‖Lp̃(dν)

= C‖( sup
Q∈D

(
∑
Q⊂Q′

ρQ′χQ)p̃‖
1
p̃

L1(dν) ≤ C‖
∑
Q′∈D

ρp̃Q′χQ′‖
1
p̃

L1(dν) =

∑
Q′∈D

ρp̃Q′ν(Q′)

 1
p̃

.

So we have shown that if (2.28) holds, then∫
Rn

∑
Q′∈D

ρQ′CQ,sχQ

q̃

dµ


1
q̃

≤ C

∑
Q′∈D

ρp̃Q′ν(Q′)

 1
p̃

.

Applying Theorem 3.d in [Ve1] (since q̃ < p̃ ≤ 1), we have that the above holds
if and only if ∫

Rn

sup
x∈Q

(
(CQ,sχQ)

p
s µ(Q)

ν(Q)

) q
p−q

dµ < +∞,

which is what we wanted to prove.
Conversely, we have that if we apply Hölder’s inequality with exponent p̃

q̃ > 1,
we obtain: ∫

Rn

∑
Q∈D

λQc
s
QχQ

q̃

dµ

≤

∫
Rn

∑
Q∈D

λQc
s
QχQ(x)

p̃

dµ(x)

supx∈Q C
p̃

Q,s
µ(Q)
ν(Q)


q̃
p̃

×

(∫
Rn

(
sup
x∈Q

C
p̃

Q,s

µ(Q)
ν(Q)

) p̃
p̃−q̃−1

dµ(x)

) p̃−q̃
p̃

.

(2.30)

The second term on the right is finite since we are assuming that (2.29) holds.
For the estimate of the first term on the right, we will use that by Theorem 2.2,
(2.31)∫

Rn

∑
Q∈D

λQc
s
QχQ(x)

p̃

dµ(x)

supx∈Q C
p̃

Q,s
µ(Q)
ν(Q)


1
p̃

≤ C‖ sup
Q∈D

(λQχQ)‖Lp̃(dν),
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if and only if

sup
Q∈D

1
ν(Q)

∫
Q

 ∑
Q′⊂Q

csQ′χQ′(x)

p̃

dµ(x)

supx∈Q′ C
p̃

Q′,s
µ(Q′)
ν(Q′)

< +∞.

But∫
Q

 ∑
Q′⊂Q

csQ′χQ′(x)

p̃

dµ(x)

supx∈Q C
p̃

Q,s
µ(Q)
ν(Q)

≤
∫
Q

(CQ,sχQ)p̃
dµ(x)

C
p̃

Q,s
µ(Q)
ν(Q)

= ν(Q),

and hence (2.31) holds. Plugging this in (2.30), we deduce that∫
Rn

∑
Q∈D

λQc
s
QχQ

q̃

dµ ≤ ‖ sup
Q∈D

(λQχQ)‖q̃
Lp̃(dν)

,

and that finishes the proof of the theorem.
�
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sitat de Barcelona, Gran Via 585, 08071 Barcelona, Spain

E-mail address: ortega@ub.edu


